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Abstract 
 

Industrial practitioners widely adopt the microservice 

architecture to build applications. An application with 

microservice architecture can be composed of a set of 

individual services. Although microservice can improve the 

scalability of a system by isolating services, the complexity 

and difficulty of defect detection and analysis grow. High 

verification cost, a long feedback cycle, and high 

communication cost pose challenges to the maintenance of 

microservice systems. To address the problem, we propose a 

call chain tracing and analysis approach designed for the 

microservice architecture. To evaluate its effectiveness, we 

implement our approach as a plugin, namely Cam, to monitor 

and analyze exceptions by tracing call chains. Currently, Cam 

is packaged as a maven plugin for applications using Spring 

Cloud, which is an opensource microservice framework for 

Java programs. We experiment it with a microservice system 

to demonstrate its availability. The result shows that Cam can 

help software engineers understand the workflow of a service 

call and locate potential defects. 

 

Keywords: Call chain tracing, Microservice, Exception 

analysis 

 

1 Introduction 
 

Microservice systems are characterized by implement-ing 

the service-independent software architecture. Developers can 

develop and maintain service nodes independently, which 

realizes the decoupling of the system and improves the 

scalability. When a node fails, other nodes are relatively 

independent, improving the reliability of the system. The 

existing analysis of microservices architecture is based on few 

nodes [1]. However, in the microservice architecture, with the 

expansion of the overall server function, the number of service 

nodes increases, and the call relationship between services 

becomes more complex. In consequence, it is hard to deal with 

the relationship and evolution of service parts. The operation 

status of the whole system will be challenging to grasp 

because each microservice maintains its log separately. A 

request often needs to be processed by multiple distributed 

service nodes, making it challenging to locate the exception. 

These problems bring significant challenges to the operation 

and maintenance of the system.  

It is difficult to grasp the overall system status under the 

microservice architecture. Moreover, it is challenging to 

locate the problem in the complex call relationship. To solve 

the problems of microservice systems in reality, i.e., for the 

sake of monitor of the overall system status and management 

of exceptions, we need a call chain monitoring and analysis 

approach for the microservice architecture systems [2]. 

Therefore, existing approaches cannot clearly analyze the 

tracing process of an approach for the microservice call chain.  

To propose a novel approach, we think about detecting 

exceptions, locating them, and notifying operations and 

maintenance developers of exceptions. More specifically, this 

approach should implant span information, trace, and monitor 

microservice nodes [3]. Then exception handling task requests 

and push exception handling tasks are created. 

This approach is described as using a tracer to solve 

intercepting and tracing span information [4]. It first intercepts 

the span information. According to the analysis of span 

information, the continuous monitoring and exception 

handling of the system state can be realized. After intercepting 

and storing the data reasonably, this approach should provide 

an intuitive interactive interface so that the overall situation of 

the system and the specific situation of each node in real time 

can be better understood. Moreover, visualizing those data 

could help the operation and maintenance developers 

understand the call relationship and find problems [5]. In 

addition, when a system exception occurs suddenly, the 

approach should locate the system exception and notify the 

operation and maintenance developers. Ultimately, we need to 

turn the results of our research into a tool. This tool was 

evaluated and verified to be more available than other tools. 

The main contributions are as follows: 

1) we propose a call-chain-based analysis approach for 

microservice systems. This novel approach can monitor the 

overall status, locate and handle exceptions for microservice 

systems. 

2) the processes of solving problems correspond to each 

function of the tool. The effectiveness of the approach is 

verified by verifying the availability of functions. 

 

2 Background 
 

2.1 Microservice 
 

The approach is aimed at the tracing, monitoring, and 

processing of microservices. Since there is not a formal 

definition for microservice, it is easy enough for you to call 

whatever you do a microservice architecture. What you call 

your system is relatively unimportant, but there are two crucial 

feature descriptions: microservices are small, autonomous 

mailto:liujia@nju.edu.cn


1204 Journal of Internet Technology Vol. 23 No. 6, November 2022 

 

 

services that work together; loosely coupled service-oriented 

architecture with bounded contexts [6]. 

A microservice is an independently deployable component 

of bounded scope that supports interoperability through 

message-based communication. Microservice architecture is a 

style of engineering highly automated, evolvable software 

systems made up of capability-aligned microservices [7]. 

Microservice can improve software delivery speed as 

functional scope grows, because it has greater agility, higher 

composability [8], improved comprehensibility, independent 

service deployability and organizational alignment. And 

microservice can maintain software system safety as scale 

increases because it has higher availability and resiliency, 

better efficiency, independent manageability and 

replaceability of components, increased runtime scalability, 

and more simplified testability. The ideal technological 

environment for microservices features cloud infrastructure 

[9],which facilitates rapid provisioning and automated 

deployment. The use of containers is particularly useful to 

enable portability and heterogeneity. Middleware for data 

storage, integration, security, and operations should be web 

API-friendly in order to facilitate automation and discovery, 

and should also be amenable to dynamic, decentralized 

distribution. The ideal programming languages for 

microservices are API friendly as well and should be 

functional while also matching the skill sets of your 

organization. It is particularly useful to provide tools for 

developers that simplify their tasks yet incorporate constraints 

that encourage good operational behavior of their resulting 

code. 

 

2.2 Remote Procedure Call 
 

To complete the call between microservices, RPC 

(Remote Procedure Call) Protocol is needed. The mainstream 

RPC frameworks include Alibaba’s Dubbo, Facebook’s thrift, 

Hadoop’s Avro, etc. 

The RPC provider maps an ID for each service. The 

parameters of the service are sent through serialization and 

received through deserialization. When starting, it registers 

services with the registry according to the information 

configured in the service publishing file server.xml, caches the 

list of service nodes returned by the registry in local memory, 

and establishes a connection with RPC server [10]. 

As shown in Figure 1, RPC client calls the service. When 

starting, it subscribes the service to registry according to the 

information configured in the service reference file client.xml, 

caches the list of service nodes returned by the registry in the 

local memory, and establishes a connection with RPC client. 

 

 
 

Figure 1. Interaction diagram of role relationship of 

microservice 

 

The RPC client selects an RPC server from the list of local 

cache service nodes based on the load balancing algorithm to 

initiate the call. 

When the RPC server node changes, the registry will be 

cached in the local memory after sensing the change. 

 

2.3 Call Chain 

 

In the process of a call, the call information (time, interface, 

level, result) between services is punctured into the log. Then 

all the data of the points are connected into a tree chain, and a 

call chain is generated [11]. The whole process of a request 

call is connected in series through the call chain, and the 

monitoring of the request call path is realized, which is 

convenient for rapid fault location. 

We often use call chains in microservice because the call 

chain can well show the relationship between service nodes. 

However, the call chain is complex, and when services run 

into problems, it is difficult to locate. The overall system 

performance and operation need to be clearly reflected to 

adjust resources according to the actual situation. Therefore, it 

is necessary to analyze and monitor the call chain of 

microservices. The relationship data between microservices 

can be analyzed, and then we can locate exceptions. 

The tracing system analyses and processes the log 

information [12] generated in the process, restores the 

complete call process of end-to-end business execution, and 

makes statistical analysis according to different dimensions; 

In this way, the abnormal service calls can be identified, and 

the abnormal services can be quickly analyzed and delimited. 

At the same time, the system performance bottleneck can be 

analyzed according to the data statistics [13]. 

All nodes of a service call are concatenated to form a call 

chain. A request is a trace, and a call in a request is a span. We 

can give the call chain a TraceID [14]. In addition to TraceID, 

SpanID is required to record the calling parent-child 

relationship. Each service records the TraceID and SpanID 

attached to the request as the ParentID, and also records the 

SpanID generated by itself. Each microservice records the 

ParentID and SpanID, through which the parent-child 

relationship of a complete call chain can be organized. To 

view a complete call, just find out all call records [15] 

according to TraceID, and then organize the whole call parent-

child relationship through ParentID and SpanID. 

 

3 Approach 
 

To realize monitoring the system’s overall situation and 

locate the system exceptions, as shown in Figure 2, our 

workflow mainly includes the following steps: First of all, we 

need to intercept call data between node direction information. 

Then we process the intercepted data into structured data 

because structured data is easy to analyze exceptions and 

display visually. Through data structure, entity data is 

generated. After entity data is generated, microservices are 

aggregated for granular data. Then we weighted out the 

indicators needed for diagnoses, such as microservice health 

and abnormal call risk level. We analyze the data to find out 

whether the exception exists. If an exception exists, we need 

to locate it. After pushing, the detected anomalies are handed 

over to the operation and maintenance personnel for handling. 
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If the exception does not occur, the target system is 

continuously monitored. 

 

 
Figure 2. Workflow of microservice call chain analysis 

 

 

3.1 Data Interception and Capture 
 

Call relationship data count for much in our analysis, but 

the call relationship data might be simple or complex in a 

service call [16]. In addition, the form of the call chain is 

uncertain, which leads to difficulty in specifying the 

relationship data. Different data requires different data 

structures. Therefore, we need to design a reasonable data 

structure for different scenarios to carry the call relationship 

data and transfer the call chain information to the front end 

completely, reasonably, and easily parsed to provide 

convenience for subsequent data visualization.  

So, in our approach, we need to configure some 

components to intercept the call relation data, including the 

path of this call, the ID of each calling node, and its parent ID 

[17]. The root node has no ParentID. The path of this call can 

be set to TraceID, which can be used to indicate which nodes 

a call passes through in proper order. The ID of each calling 

node and its ParentID can be set to SpanID and ParentID. The 

service of each node will record the ParentID and SpanID, 

through which the parent-child relationship of a complete call 

chain can be organized. Span without ParentID becomes root 

span, and the other span can be expressed recursively.  

When an RPC call is initiated, the system puts TraceID 

into the HTTP request and records the timestamp. When a 

request reaches a node, the SpanID of the node will be 

generated as the relative position of the node in the whole call 

chain. Then, the intercepted call relation data is stored in the 

database. Finally, we can query according to the API provided 

by some distributed tracing systems. If there is a TraceID in 

the log file, you can jump to it directly. Otherwise, you can 

query the call relationship data based on attributes such as 

service, operation name, label, and duration.  

In the intercepted HTTP request [18], the specific request 

parameters, request approaches, request results and return 

values of the request need to be focused on, which are more 

specific data information with smaller granularity. Trace and 

other call chain information are recorded in the head of the 

HTTP request in advance and stamped with a time stamp. 

After it is intercepted by a program similar to the sensor, the 

call, duration, and other call chain information are recorded. 

The tracing function can be realized by comparing the time 

stamp and other call chain information. But when intercepting 

these data, we cannot simply take the data from the response 

object. At the same time, we need to make a backup of data 

and store it, which does not affect the completion of the 

request itself.  

There is the practical significance of intercepting the 

specific content of each HTTP request because the operation 

and maintenance personnel can monitor and analyze the call 

chain-related functions of the system through the microservice 

call chain and find that the abnormal rate of each service node 

is too high, and then check the active call and passive call of 

the node. It is found that an exception always occurs in a call 

chain when the data request arrives at the node, resulting in 

the failure of the full request of the call chain. At this time, the 

operation and maintenance personnel will view the details of 

the abnormal request under the node, including the request 

parameters, the returned abnormal error information, etc., and 

then judge the cause of the exception or seek the help of the 

R&D personnel.  

Besides, we should record the log file of each node [19]. 

But we cannot use the traditional log file format. We should 

structure the log file to a certain extent. Structuralization helps 

to optimize storage and improve query efficiency. Adding the 

key value in the structured log file is helpful to distinguish the 
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log information and avoid querying too much log information 

in the later query.  

In brief, when the client sends a request to the server, cam 

intercepts it and generates span information. After processing, 

Cam will then hand over the request to the server for 

processing. The span information includes TraceID, SpanID, 

span type, response time, etc., and stores the span in the 

database through other components. 

 

3.2 Data Processing 
 

After collecting the call chain relationship data, we need 

to process and count the collected data. Multiple service nodes 

cooperate to achieve the function, but some nodes have high 

average access frequency, while others have low access 

frequency. Similarly, the average access time of some nodes 

is longer, and that of some nodes is shorter. Therefore, we pay 

different attention to each node. For example, we can focus on 

the node with a longer average access time, focus on the 

statistics of the load pressure brought by this node, and 

evaluate its impact on the whole system.  

Based on our different attention to different nodes, we rank 

these nodes to distinguish our attention to each calling node. 

After sorting each node, the operation and maintenance 

personnel can assign physical resources to the node according 

to such characteristics and prioritize solving the performance 

and abnormal problems of essential nodes. At the same time, 

they ask the R&D personnel for better peak bearing capacity 

in R&D design.  

The module generates span information according to the 

obtained records, and the index characteristics of span 

information generated by each node will be different. The tool 

can map this span information into symbolic information, 

which is convenient for later visualization. For example, we 

can associate node volume with the number of service calls 

and associate node color with service health [20].  

Since each node has its own business after the distributed 

microservice of the service, we need to split the log file and 

map it to each node [21]. Each log file corresponds to the 

microservice of the target system one by one. If the R&D 

personnel has located the log information to be viewed, they 

need to obtain all the specific log file lists first and then obtain 

the specific logs. Moreover, time information is often used as 

the partition key of the log file, which is the first attribute to 

filter when locating logs. Therefore, we can divide the log file 

into the data according to the time information.  

When we structurize the call chain data, span information, 

and log file, we can monitor these data and carry out the 

operation and maintenance of the system. For example, we can 

get the call chain data in the past day, then get all the response 

time of each node by traversing each span, and finally get the 

average response time of each microservice node.  

 

3.3 Exception Analysis 
 

In the running phase of the system, span information is 

collected into a collection. At the same time, we need to 

restore the tree call through SpanID and ParentID. Then we 

can find the specific exception by extracting span information 

and comparing the exception table. The exception table can be 

established according to the experience of developers, which 

records the call parameters of standard exceptions [22].  

In addition, according to the data processing, we get the 

average response time and average number of calls per node. 

In order to detect exceptions, we set thresholds for the 

analyzed data. These thresholds include call times, call 

success rate, average call depth, and other state information. 

By comparing the analysis data stored in the database with the 

threshold [23], we can find the exception in real-time.  

After catching the above exception, we need to process the 

exception data to facilitate the visualization of the interactive 

interface. We process abnormal data into microservice 

evaluation indicators. Microservice evaluation indicators 

mainly include microservice node health and abnormal call 

risk level. The health degree of the microservice node is 

weighted by the health degree of node instance and the health 

degree of the environment [24], representing the current health 

state of the microservice node. Let H denote the health of the 

microservice, He and Hn denote the health of the environment 

and the health of the instance. Ke and Kn denote the weights of 

environment health and instance health, respectively. Ki and 

Kj denote the weights of the machine state index and the 

weights of the node state index, respectively. Si and Sj denote 

the machine state and the node state index. He is calculated by 

weighting the machine state index. Hn is calculated by 

weighting the node state index. Index calculation Calculate the 

metrics of each microservice node every day through 

scheduled tasks and store them in the database. The operator 

can be described as:  

 

𝐻𝑒 =  ∑ 𝐾𝑖𝑆𝑖    ( 𝐾1 +  𝐾2 + ⋯ + 𝐾𝑖 = 1)       (1) 

 

𝐻𝑛 =  ∑ 𝐾𝑗𝑆𝑗    ( 𝐾1 +  𝐾2 + ⋯ + 𝐾𝑗 = 1)       (2) 

 

𝐻 =  𝐾𝑒𝐻𝑒 +  𝐾𝑛𝐻𝑛    (𝐾𝑒  +  𝐾𝑛 = 1)         (3) 

 

The risk level of exception call is the same as the health 

degree of the microservice node, but the indicators used are 

different. The risk level of the exception call is equal to the 

importance of the microservice node in the whole system. At 

present, it is mainly calculated by the node call times, average 

call depth, and the number of microservices related to the node. 

It can also be calculated by the user-defined combination of 

indicators.  

Finally, if we catch an exception, we need to set up 

different exception tasks according to different exceptions. 

Exception handling tasks must have indicators such as 

completion status and processing progress to indicate the 

status of the exception handling task [25]. We will mark the 

captured exception in advance in the call chain and establish 

the corresponding exception handling task for the located 

exception. To view the details of the corresponding exception 

calls in the exception handling task, you can carry out the 

operation and maintenance of the system. When the developer 

completes the repair of the exception, the status of the 

exception handling task will be changed to complete. At this 

time, the system will ask the user to fill in the exception 

handling task feedback report and create the exception task 

feedback to store in the database.  

 

3.4 Exception Feedback 
 

When the tool analysis determines the abnormality, it 

needs timely feed back to the operation and maintenance 

personnel. We mainly carry out exception feedback from two 
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aspects: real-time interface update and exception message 

notification [26]. 

After processing the relational data, the tool generates 

visual charts such as the ranking chart and the line chart. These 

charts together constitute the monitoring page of the system. 

The monitoring page mainly presents the data chart of the 

target system to users, mainly describes the real-time data 

amount and change trend of the service node’s access times, 

the number of call chains, and other information in a period by 

a data line chart, statistical ranking, and other ways, to provide 

the data basis for operation and maintenance, data analysis and 

other work.  

The monitoring panel presents the data by the statistical 

chart, and we can quickly understand the operation of the 

target system from the perspective of crucial data. At the same 

time, the front end also presents the data in a directed graph. 

We can understand the system from the perspective of service 

nodes. The advantage of this is to show all nodes in a graph, 

which constitutes the global call graph page of the system. The 

page shows the global call diagram of all service nodes of the 

target system in the way of service node as directed graph node 

and the call relationship as the edge. The number of calls is 

associated with the node volume. The node color is related to 

the service health level, which reflects the overall and local 

operation relationship of the target system.  

When a vital exception suddenly occurs, we hope that the 

tool can push messages timely. These messages should at least 

be displayed on the interactive interface. At the same time, the 

relevant person in charge can be informed through the WeChat 

push or email push. After receiving the exception push, we can 

create our own exception handling task or directly use the 

default exception handling task. The default exception 

handling task should be automatically created by the tool and 

pushed by the tool.  

In order to facilitate maintenance and repair by the 

operation and maintenance personnel, we hope that the tool 

can click specific node requests in the expanded call chain. 

The tool will expand the specific span information and HTTP 

request details of the node request.  

 

4 Threats to Validity 
 

Putting the generated span information into the request 

will invade the code. First, the intrusive code increases the 

monitoring resource consumption, resulting in a certain 

request delay. Secondly, code intrusion may affect the security 

of code. 

Microservice monitoring often needs to generate APM 

(application performance monitor) reports for report analysis. 

Cam lacks the generation of APM report, so it lacks the 

analysis of the time dimension. 

 

5 Evaluation 
 

In order to evaluate the approach, this approach is 

implemented into a tool, then evaluate each module of the tool, 

and evaluate the whole tool. The problem we want to solve 

corresponds to the function of the module. Functions that 

change for the same reason are grouped together to form a 

microservice, and functions that change for different reasons 

are placed in different microservices [27]. Through the 

function division, the modules are divided. 

This tool after division contains the call chain information 

module, the HTTP request management module, the log 

information module [28], the service evaluation module, the 

task push module, and the exception management module. 

Call chain list page loading, call chain details page loading, 

exception handing task creation request, exception handling 

task feedback request, microservice instance node creation 

request, and microservice health index calculation request is 

realized through these modules [29]. 

Cam focuses on tracing, monitoring, and exception 

handling of the microservice call chain. Specifically, it should 

display the list of service nodes in the call chain, display the 

details of service nodes, evaluate the health of microservices, 

create exception handling task requests, and provide push and 

feedback of exception handling tasks. 

To determine the timeliness and availability of the tool, 

each module is tested. Some test cases are created to test 

functions. Intercepting the test case of calling data tests 

whether the system can accurately intercept and store the data 

into the database when the service nodes of the target system-

call each other. Visual data real-time display of test cases, the 

main test target system after the service node call, the system 

can immediately provide the latest call relationship 

information to users. The HTTP request data accuracy test 

case mainly tests whether the time information of the 

intercepted HTTP request data is consistent with the time 

information of the intercepted call chain information data 

when the request call occurs in the target system, and provides 

us with the query function of the specific request data of the 

call chain. Log information storage and acquisition test cases, 

the main test is that the tool can store the log information 

correctly as log files in MongoDB through the provided 

information storage interface [30]. All users can query the log 

information accurately through the log query page. The 

microservice node test cases test whether we can adequately 

perform the creation of the microservice node instance. 

Service evaluation information query test case is used to verify 

whether users can normally query the health-related indicators 

of microservice nodes and the risk level related indicators of 

exceptional calls. Modifying push related information test 

case is used to verify that users can modify personal push-

related information properly. Creating push task test cases is 

used to verify whether users can create push tasks typically. 

The exception call information query test case is used to verify 

whether the system can accurately load the corresponding 

exception call information list when enter various query 

conditions. The exception handling task creates a test case to 

verify that we can create an exception handling task based on 

a specified exception call, assign it to a specified developer, 

and push it as we choose. 

By using Postman and Fiddler interfaces to debug the 

packet capture tool [31], the testers conducted 50 request 

operations for specific functional interfaces such as system 

call chain information management, HTTP request 

management, log information management, service evaluation, 

task pushing management, exception management. Test 

whether the function of the interfaces is available, record 

maximum and minimum response time, and count the average 

response time of requests. Finally, these data are counted into 

a table. 

Through the evaluation of push functions, compare 

whether the results of these functions are consistent with the 

actual situation, verifying that Cam can monitor the system 
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conditions such as the call relationship of microservice system; 

Through the evaluation of push function, compare whether the 

results of these functions are consistent with the actual 

situation, verifying that Cam can trace, locate and deal with 

the abnormal conditions of a microservice system. 

In this test, the Alibaba Cloud ECS cloud host instance is 

deployed, and the target monitoring system is also deployed 

and run on the Alibaba Cloud host. The server uses the 

CentOS 8.0 system, 2-core CPU, 4G memory, and 40G solid-

state drive. Table 1 is the hardware configuration for the test 

environment. 

 

Table 1. Cloud server hardware and environment 

configuration 

Hardware item Remark 

Operating system CentOS 8.0 

CPU 2 cores 

RAM 4G 

SSD 40G 

Quantity 4 

 

Each server is installed with MySQL as the database, and 

the target monitoring system uses three servers to distribute 

microservice nodes. Table 2 is the software configuration of 

the test environment. 

 

Table 2. Software configuration of the test environment 

Software item Remark 

JDK Java8 

Container service Docker 

Database MySQL 

 

The experimental results are shown in Table 3. Through 

the test of those modules, the functions are evaluated, 

verifying the effectiveness of the method.  

The feedback time of the functions is within 3 seconds. 80% 

of the users participating in the test are satisfied with the 

feedback time, and 10% of the users say that the feedback time 

of the tool still needs to be improved [32]. The test results 

show that Cam can reasonably complete the purpose of 

microservice tracing. Moreover, Cam’s feedback time is 

neither too long for users to wait and feel bored nor too short 

for users to have no response time. 

To sum up, Cam can realize more functions and meet more 

affluent requirements than other tools. This approach 

effectively processes the call chain data, solves the problems 

of monitoring the microservice call chain and the feedback and 

processing of exceptions, and has achieved more effectiveness. 

Cam is also within the tolerance of most users in terms of 

efficiency and provides reasonable feedback time. 

 

Table 3. Performance requirement test 

Function Average response  

time 

Maximum response 

time 

Minimum response 

time 

Test result 

Call chain list page 

loading 

 

1223.5 ms 2145.8 ms 821.3 ms success 

Call chain details  

page loading 

 

1434.2 ms 1613.1 ms  1042.16 ms success 

Exception handling 

task creation request 

 

634.1 ms 803.7 ms 512.4 ms success 

Push task creation 

request 

 

541.3 ms 843.1 ms 453.6 ms success 

Exception handling 

task feedback request 

 

624.8 ms 813.7 ms 422.4 ms success 

Microservice  

instance node  

creation request 

 

536.4 ms 764.9 ms 403.9 ms success 

Microservice health  

index calculation  

request 

1743.7 ms 2143.7 ms 1466.5 ms success 

 

 

Compare Cam with the current mainstream call chain 

monitoring product - SkyWalking, and compare their 

instrumentation methods, performance loss, data types 

collected, and service dependency graph display. Cam uses 

invasive instrumentation, while SkyWalking uses bytecode-

enhanced non-invasive instrumentation. But SkyWalking uses 

non-intrusive instrumentation to run additional monitoring 

applications, which increases performance loss. Using 

intrusive instrumentation can customize the type of data 

collected, which is more flexible than non-intrusive 

instrumentation. At the same time, SkyWalking needs to 

generate APM reports, which also increases the performance 

loss. Cam’s service dependency graph is simple and intuitive, 

while SkyWalking displays all the collected information, 

which is relatively complex. The comparison between Cam 

and SkyWalking is shown in Table 4. 
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Table 4. Cam vs SkyWalking 

Product 

Item 

Cam SkyWalking 

Instrumentation method invasive bytecode-enhanced 

Performance loss low high 

Data types collected customized stable 

Service dependency graph  

display 

intuitive complex 

 

6 Related Work 

 
6.1 Call Chain Analysis 

 

Google was the first to discuss call chain tracing 

techniques [33], and it released the first distributed tracing tool, 

namely Dapper [34]. The tracing system for Dapper’s 

distributed services needs to record all the work done in the 

system after a specific request. Dapper’s tracing architecture 

is like a tree embedded in RPC calls, but not limited to this. In 

the Dapper tracing tree structure [35], the tree node is the basic 

unit of the entire architecture, and each node represents a 

reference to span in the log file. Dapper uses trace to represent 

a complete request call chain, and a single remote procedure 

call is represented by span. At start and end times, Dapper uses 

spans to represent parent-child relationships between nodes. 

Tracing is done by implanting information such as SpanID 

into threads and collecting span information. 

Zipkin is an open-source project for Twitter based on 

Google Dapper [36]. Zipkin also uses span and trace to 

implement Dapper’s core functions. As an open-source 

distributed tracing tool, Zipkin uses the approach of 

intercepting requests to collect real-time call data from various 

heterogeneous modules of the distributed system [37]. Zipkin 

can only trace and monitor call chains, and it cannot complete 

the functions of exception handling task creation and push, so 

Zipkin has some limitations. But Zipkin supports tracing and 

has high scalability, so our approach is extended based on 

Zipkin. 

Lan et al. [38] proposed a novel approach to obtain the 

local composite service dependencies [39] and their 

discontinuous dependencies through call chain analysis. This 

approach divided service mining into four steps: data 

aggregation, service dependency set aggregation counting, 

service local dependency mining, and discontinuous 

dependency mining. They thought these complex 

dependencies could provide primary supporting data for the 

dynamic deployment and adjustment of microservices. 

 

6.2 Microservice Analysis  
 

Ma et al. [40] pointed out three main tasks in microservice 

testing, i.e., visualizing the dependency relationships between 

microservices, detecting cyclic dependency references, and 

improving the coverage of service tests. In order to achieve 

these goals, construct a service dependency graph (SDG) to 

collect all service invocation links [41]. Visual display SDG 

so that users can collect all service dependencies for analysis. 

Cortellessa et al. [42] aim at detecting and resolving 

performance antipatterns by leveraging the traceable 

relationship between monitoring data and architectural models. 

They propose some approaches to identify and solve the 

performance of microservice systems. These approaches 

include collecting a more extensive set of metrics and 

performance measures from the running systems, translating 

refactoring actions into refactorings applied to a running 

system. 

Tianrui et al. [43] attempt to build an application of 

microservice architecture in a battery monitoring system. 

They made the following conclusions about microservices: 

When calling each other within the service, the registry 

provided by Eureka to the local area can complete load 

balancing through feign component, which reduces the 

pressure of a single server and ensures the stability of the 

system. Therefore, the coordination relationship between 

microservices is significant for the rational use of 

microservice resources. 

 

7 Conclusion 
 

This paper proposes a call chain tracing approach designed 

for the microservice architecture. We implement the approach, 

namely Cam, to monitor and analyze exceptions by tracing 

call chains. We experiment with a microservice system to 

demonstrate its availability. 

In our approach, we first need to intercept and capture data. 

We mainly need to obtain two kinds of data: the HTTP request, 

the log file. Second, we will deal with the intercepted data to 

achieve structurally. Structured data is conducive to visual 

display and conducive to monitoring the overall situation of 

the system and finding abnormal positioning. After structuring 

the data, we need to locate the exception. When we find and 

locate the exception, we give the exception feedback from two 

aspects: real-time interface update and exception message 

notification. Then the operation and maintenance personnel 

and developers can handle the exception handling task. 

Our approach analyzes multi-dimensional data, such as 

target system call relation data, specific request data, log 

information data, etc. Data analysis obtains the overall running 

status of all service nodes in the target distributed microservice 

architecture system, the call chain information of specific 

nodes, and the specific node request response information. 

With the help of this approach, more complex system 

operation and maintenance and exception handling can be 

carried out for the target system of microservice architecture. 
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